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The nonlinear reflection of a finite-width plane internal gravity wave incident onto
a uniform slope is addressed, relying on the inviscid theory of Thorpe (J. Fluid
Mech., vol. 178, 1987, pp. 279-302) for pure plane waves. The aim of this theory
is to determine the conditions under which the incident and the reflected waves
form a resonant triad with the second-harmonic wave resulting from their interaction.
Thorpe’s theory leads to an indeterminacy of the second-harmonic wave amplitude
at resonance. In waiving this indeterminacy, we show that the latter amplitude has a
finite behaviour at resonance, increasing linearly from the slope. We investigate the
influence of background rotation and find similar results with a weaker growth rate.
We then adapt the theory to the case of an incident plane wave of finite width. In this
case, nonlinear interactions are confined to the area where the incident and reflected
finite-width waves superpose, implying that the amplitude of the second-harmonic
wave is bounded at resonance. We find good agreement with the results of numerical
simulations in a vertical plane as long as the dissipated power of the incident and
reflected waves remain smaller than the power transferred to the second-harmonic
wave. This is the case for small slope angles. As the slope angle increases, the
focusing of the reflected wave enhances viscous effects and dissipation eventually
dominates over nonlinear transfer. We finally discuss the relevance of laboratory
experiments to assess the validity of the theoretical results.

Key words: internal waves, stratified flows

1. Introduction

When a plane internal gravity wave impinges on topography, energy transfer to
small scales occurs even in a linear regime, as accounted for by a simple geometrical
argument proposed by Phillips (1966). In a stratified rotating fluid, the dispersion
relation of internal gravity waves is,

w* =N?sin® B +f* cos® B, (1.1)
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FIGURE 1. Sketch of the interaction between the incident and reflected waves in the (x, z)
plane. The coordinates (x’, z') refer to the rotated frame of reference such that x" lies along
the slope. The incident wave propagates in a vertical plane and has a finite width in the
direction normal to propagation. This finite width contains four wavelengths in the sketch.
The wave vector and group velocity of the incident wave are denoted k; = (k, n;k) and c;
those for the reflected wave are kg = (k, ngk) and c.g, the components of k; and ki being
expressed in the rotated reference frame. The red and blue solid lines represent phase
lines of the incident and the reflected waves, respectively, and the interaction area between
these waves is highlighted by a yellow triangle. The black solid lines in the interaction
area represent phase lines of the second-harmonic ‘forced wave’ (2k, (n; + ng)k, 2w) and
black dashed lines correspond to the second-harmonic ‘free wave’ (2k, myk, 2w) able
to propagate outside the interaction area (at resonance the black solid and dashed lines
coincide, namely the forced wave becomes a free wave). The slope angle is o and B is
the angle of incidence. The domain dimensions, expressed in metres, are those used in
the numerical simulations.

where o is the wave frequency, N is the Brunt—Viisild frequency of the fluid,
assumed to be constant, § is the angle that the group velocity makes with the
horizontal and f is the Coriolis parameter (cf. Gill 1982). For an incident plane wave
propagating against the slope, conservation of frequency upon reflection implies that
the reflected wave is focused whatever the slope angle o of the topography at the
reflection location. Conservation of along-slope wavenumber and energy at reflection
imply that the wavenumber and amplitude of the reflected wave are larger than those
of the incident wave, by a factor sin(f + «)/sin|8 — «|. If B > «, the reflected wave
propagates (away from and) against the slope and reflection is said to be sub-critical
(see figure 1); for B < «, the reflected wave propagates along the slope and the
reflection is super-critical. For 8 close to «, referred to as critical incidence, focusing
leads to strongly nonlinear processes close to the boundary (cf. McPhee-Shaw &
Kunze 2002; Chalamalla et al. 2013) and organized vortex structures sometimes
called bores are then observed (cf. Hosegood & van Haren 2004).

Away from critical incidence, the interaction between the incident and the reflected
waves leads to the generation of higher-harmonic motions of frequencies nw such
that 2 < n < w/N and amplitude A", where A is the incident wave amplitude, with
a much weaker impact on the fluid. However, as Thorpe (1987) (hereafter referred to
as TH87) showed theoretically, the incident and the reflected plane waves can form a
resonant triad with a second-harmonic wave resulting from their interaction, opening
the possibility of breaking and mixing away from the slope. This result is valid only
when the slope is inclined (¢ # 0) as no harmonic motion is produced when the


https://www.cambridge.org/core
https://www.cambridge.org/core/terms
https://doi.org/10.1017/jfm.2019.1077

Downloaded from https://www.cambridge.org/core. University of Cambridge, on 04 Feb 2020 at 15:57:33, subject to the Cambridge Core terms of use, available at https://www.cambridge.org/core/terms. https://doi.org/10.1017/jfm.2019.1077

Nonlinear reflection of a finite-width internal gravity wave 887 A31-3

incident plane wave reflects on a flat surface (Thorpe 1968). In Thorpe (1997), the
computation of the resonance condition is extended to a rotating fluid.

However, in natural flows, internal gravity waves do not propagate as pure plane
waves. This is the case for the internal tide, which propagates as beams from a
submarine mountain or a continental shelf. (The internal tide is the internal wave
field resulting from the interaction of the barotropic tide with submarine topography.)
This is also the case, to some extent, for lee waves, which propagate in the lee of a
mountain and, most often, above it. In laboratory experiments as well, the generation
of internal gravity waves always leads to wave packets of finite widths. Even the
wave generator originally designed by Gostiaux et al. (2007) to model pure plane
waves produces a wave packet containing a finite number of wavelengths in the
vertical plane, in the direction normal to the propagation of the packet. For a large
number of wavelengths, say four and above, and a transverse width of the generator
much larger than the wavelength, the incident wave structure may be assumed to be
close to that of a pure plane wave, at least away from the boundaries of the packet;
when the packet contains one wavelength, the wave structure is closer to that of a
plane-wave beam. The wave packet produced by this wave generator will be referred
to as a finite-width plane wave hereafter.

When a plane-wave beam incident on a surface interacts with the reflected beam,
harmonic motions are produced, whether the surface is flat or not (Tabaei, Akylas &
Lamb 2005). A single beam is indeed a solution of the inviscid Boussinesq equations
(Tabaei & Akylas 2003) while the superposition of two beams is not. This accounts
for harmonics to be generated close to the boundary, where the beams interact, and
this result holds for finite-width plane waves. The generation of higher harmonics by
plane-wave beams (or by finite-width plane waves) reflecting either on a flat surface
or on an inclined boundary has been addressed in several numerical and experimental
works performed in a two-dimensional (or quasi-two-dimensional) vertical geometry.
Gostiaux et al. (2006) studied from laboratory experiments the structure of the higher
harmonics resulting from the reflection of a finite-width plane wave on a flat surface.
In Pairaud er al. (2010), the structure and evolution of an internal tide beam emitted
from a two-dimensional topography is analysed from laboratory experiments and
numerical simulations. It is shown that the reflection of the wave beam on the
flat boundary at the foot of the slope leads to the generation of harmonic beams,
consisting of free and trapped waves. Rodenborn et al. (2011) considered a beam
reflecting on a simple slope and investigated empirically the conditions that lead to
the largest amplitude of the second-harmonic wave.

The purpose of the present paper is to examine the validity of the theory by TH87
when the conditions of a resonant triad involving an incident and a reflected wave of
finite width and their second-harmonic wave are satisfied. In the first part, we revisit
THS87 theory for the case of a pure plane wave reflecting on a uniform slope. It is
indeed unclear whether this theory predicts a finite amplitude of the second-harmonic
wave at resonance because the expression for this amplitude involves an indeterminacy
(the numerator and denominator both vanish), which leads to the common inference in
the literature that this amplitude diverges at resonance. In the second part, predictions
of the theory of TH&7 are determined for the case of an incident plane wave of finite
width. The theoretical predictions are compared to the results of numerical simulations
in a vertical plane, consistent with the resonant triad geometry, for parameters of
laboratory experiments.

The plan of the paper is as follows. In § 2, the inviscid theory of TH87 for a pure
plane wave incident on a uniform slope is presented and extended; we show that,
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at resonance, the amplitude of the second-harmonic plane wave actually grows linearly
with distance from the slope. The predictions of the theory when the incident plane
wave is of finite width are presented in § 3. We performed numerical simulations
to estimate the validity of these predictions and the results are discussed in §4. In
§ 5, the theoretical model is used again, in which viscous effects are introduced in
order to compare the power transferred to the second-harmonic wave from the incident
and reflected waves with the dissipated power of the latter waves. A summary and
conclusions are given in § 6.

2. Nonlinear reflection of a pure plane wave
2.1. Governing equations

The governing equations are the Navier—Stokes equations in the Boussinesq
approximation for a rotating fluid with uniform stratification,

) 1
—u+w-VYu=——Vp—fe. xu+be, 2.1a)
ot 0o
9
ab+u -Vb+N*w=0, (2.1b)
V-u=0, (2.1¢)
u-nlgy,, =0. (2.1d)

Here, u = (u, v, w) is the velocity vector, w being the vertical velocity component, p
is the non-hydrostatic pressure and b is the buoyancy; p, is a reference density and
e, and n are unit vectors along the vertical axis pointing upward and normal to the
slope, respectively. The parameters f and N were defined in the Introduction. The last
equation expresses the impermeability condition at the boundary.

We shall assume that wave propagation occurs in the vertical (x, z) plane
and that the problem is invariant in the y-direction. Therefore all three velocity
components depend on x and z (and on time) only and the incompressibility condition
(2.1¢) reduces to du/dx + dw/dz = 0. As usual, this condition is automatically
satisfied if a streamfunction ¥ is introduced. Expressing the velocity vector as
u = (0y/0dz, v, —0Y¥/0x) and combining the equations for # and w into a single
equation for the vorticity dw/dx — du/dz = —V?*, equations (2.1) become

Sy Lpof i, v (224)
o1 ox T TNV <
0 0
Ev —|—f8—Zz//=J(1/f,v), (2.2b)
T I
u-nlgy,, =0, (2.2d)

where J designates the Jacobian operator. Equation (2.2a) is rewritten by taking the
time derivative and by replacing the fields dv/d¢ and db/dt by their expressions from
equations (2.2b) and (2.2c¢), respectively. This yields

92 0 0 d
ﬁvzlﬁ +N27W +f? 71” = *J(W V) — —J(W. D) +f—JW¥,v). (2.3)
t ox 0z
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The set of equations (2.2b), (2.2¢), (2.2d) and (2.3) will be referred to as equations
(&) hereafter.

Let us rewrite this set of equations in a rotated coordinate system (x', z’) with x" and
7 being the along- and normal-slope coordinates respectively. Following TH87, we
use the convenient abbreviations c,, s,, ¢g and sg, standing for cosa, sina, cos § and
sin B, respectively. Thus (¥, z') = (xcy + 284, 2co — XS4), & being the slope angle. In this
coordinate system, for a pure plane wave with frequency @ and along- and normal-
slope wavenumbers k and nk, respectively, the dispersion relation (1.1) becomes

15y = Ca)® o (S0 4 1Ce)°
2 2 2 2
=N-s =N . 24
1) +f? cﬁ e +f e (24)
Solving this equation for n yields two roots
SgCE — SuCq SgCp + SaCa
m=-"0—2% and ng=-LTL (2.5)
Sﬂ - Sa ﬁ - Sa

which are associated with the incident and reflected wave, respectively. Note that these
roots are no longer defined as in TH87 as we have chosen to scale the normal-slope
wavenumber by the along-slope wavenumber k. This turns out to be more convenient
for some further calculations as k is conserved through the reflection process.

Equations (£) are made non-dimensional using the horizontal velocity amplitude
of the incident wave, denoted U, as a velocity scale, its wavelength A as a length
scale and 1/N as a time scale. These scales come into play in the non-dimensional
equations of motions through a Froude number Fr= U/AN and through the parameter
f/N. The Froude number can be interpreted as a non-dimensional amplitude of the
incident wave field. When rotation effects can be ignored, this Froude number can be
rewritten as Fr=s/27, where s = U/c, is the wave steepness (c, is the phase velocity
in the x-direction).

When expressed in the rotated coordinate system and made non-dimensional,
equations (£) become, keeping the same notations for the non-dimensional variables as
well as for the non-dimensional parameters N and f to keep track of the Brunt—Viisila
frequency (otherwise equal to 1) in the equations,

2

! VY 4+ N? 0 0 w+f 8+ izx/f
Y “ox T oy oz

=F 3J( V2 )—< 9 >J( b)
=1rr 8[ va ‘/f czxa/ a P w
9 )
+f (sot—’_cot) ‘](w7 U):| 9 (26a)
ox’' a7
av+f< 0 o )vf Fri(p. v), (2.6b)
ot “ox /
8b—N2< 9 _ ) =FrJ(y, b) (2.6¢)
ot Cagy ~Sapy ) VEEIWLD), 0c
o =0. (2.6d)
9x' 7=0

In the following, Fr is considered as a small parameter (i.e. Fr < 1), namely the
wave dynamics is weakly nonlinear. The ¥, b and v fields can thus be decomposed
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into a multiple scale expansion as V¥ =, + Fr yr, +o(Fr?), b=b, + Frb, + o(Fr*) and
v =, + Frv, + o(Fr?). Introducing these expansions in the equations of motion (2.6),
the resulting equations can be solved order by order, by matching terms multiplied by
the same power of Fr. At each order the solution satisfies the same linear operator
with a right-hand side determined by lower-order nonlinear terms. Identifying terms
multiplied by Fr°, the first-order fields v, v; and b, are thus found to satisfy the
homogeneous linear wave equations. Matching terms multiplied by Fr' shows that the
second-order fields v, v, and b, are solutions of the same linear operator forced
by nonlinear terms solely involving the first-order fields. The detailed calculations
associated with this general principle are now presented.

2.2. First-order solution
The linear equation satisfied by ¥, is given by

d 3\’
Sa ,> ¢1+f< o ,) Yi=0 (2.7a)

92 ) ) 0
\% wl + N Co
a7

ar? ax

with the boundary condition
Y
ax’

=0. (2.7b)

7=0

Looking for a pure plane-wave solution with wavenumbers (k, nk) and frequency w,
the wave parameters are found to satisfy the dispersion relation (2.4), implying that the
solution 1 is a linear superposition of waves with wavenumbers (k, ngk) and (k, n;k),
with n; and ng given by (2.5). Imposing the boundary condition (2.7b) yields (Phillips
1966):

Y =a [sin (kx’ +nik7 — a)t) — sin (kx/ + ngkz — a)t)] ) (2.8)

The first-order streamfunction is therefore the sum of a wave incident on the slope,
which we denote for simplicity as (k, njk, ), and of its reflected counterpart
(k, ngk, ). The wave amplitude a; is arbitrary. The streamfunction yr; is also
defined up to a constant additional phase, chosen to be 0 in the present case, which
does not imply any loss of generality.

Once v, is known, v; and b, are inferred from the equations

0 0
EUI +f ( +Ca ) WI = 0 (29)
and 5 5 5
—b — Sy — :O’ 2.10
T < Y S Bz/> (41 ( )

which yields

v = afk [(Sa + cuny) sin (kx + mk7 — a)t) (So + cong) sin (kx/ + ngkz’ — a)t)]
@ (2.11)
and
2
b, = aNk [(ca — sunp) sin (kx' + ngkz’ — wt) — (cq — Sqnyp) sin (kx' + nikz — ot)] .
1)
(2.12)
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2.3. Second-order solution

Matching terms proportional to Fr in (2.6) gives the equations for the second-order
component. The equation for v, is

3, L[ @ 3\’ [ 0 3\’
—V Wz +N Ca —Sa7 Tﬁz +f Saix +Cut7 1ﬁ2

or? ax' a7 ox’ 97
aJ(lﬂ V) 0 i J(Y1, by)
= 3. ) — |\ Ca7 — Sa7 s
ar ! : ax’ 3z e
0 0
+f | Sas= +Car | J(W1, V1) (2.13a)
ox' 07
with the boundary condition
0
LI B, (2.13b)
x|,

The solution of equations (2.13), which generalizes TH87 solution to a rotating fluid,
is,

272 sécés"‘c"’ : / / . ’ /
Vo = 3ajk a)m[sm(ka + mykz — 2wt) — sin(2kx’ + (n; + np)kz’ — 2wt)]
B Pa
a’k® sge
'782"3 f‘s ~ sin((n; — np)kz) (2.14)
B Pa
with
D= sté (4s2 — 7s/23s§ + 4s§ — sé) +fzc?, (4s2 - 7s§s§ + 355[) (2.15)
and

~25uca(V? = f2) + 2\ 455N (1 = 45}) +4chf*(1 = 46}) + N2 — 3255}
N2(4sj — s2) +f2(4cp — c2) '

mpy =

(2.16)
Details of this calculation can be found in § A.1 where the full second-order solution
is derived.

The second-order streamfunction (2.14) is the sum of an oscillatory component
(for o # 0) and a steady component. The oscillatory component, referred to as the
second-harmonic wave in the Introduction, is made of two terms, associated with
the waves (2k, myk, 2w) and (2k, (n; + ng)k, 2w). The former term is the solution
of the homogeneous equation associated with (2.13a) so that the wave (2k, myk, 2w)
satisfies the dispersion relation and radiates energy away from the boundary. This term
is called a ‘free wave’ by TH87. As detailed in § A.1, equation (2.14) is obtained by
adding to this homogeneous solution a particular solution of the complete equation,
referred to as a ‘forced’ wave by TH87, and by prescribing the homogeneous solution
parameters through the boundary condition (2.130). The forced wave becomes a
free wave when (2k, (n; + ng)k, 2w) satisfies the dispersion relation, namely when
n; + ng = my; in this case, the incident, reflected and second-harmonic waves form a
resonant triad. A sketch of the interaction between the incident and reflected waves
for conditions away from resonance is displayed in figure 1.

The steady component of (2.14) is an Eulerian mean current opposing the Stokes
drift associated with the first-order solution ((2.8), (2.11), (2.12)), as stated by TH87
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and Thorpe (1997). Hence, the total Lagrangian mean flow, which is the sum of the
Eulerian mean flow and of the Stokes drift (Longuet-Higgins 1969), is zero (see § A.3).
Indeed, because of the sloping boundary, there cannot be any horizontal mass transport
in the present two-dimensional configuration, implying that the Lagrangian mean flow
must vanish.

We now consider the oscillatory component, denoted ¥”. The denominator of its
amplitude goes to 0 for values of («, B) satisfying D = 0. For f = 0, these values
span the intervals [0, 8.21°] for o and [0, 30°] for B, these ranges shrinking to empty
intervals as f/N increases and reaches 0.5. As stated in TH87 and detailed in § A.2,
the condition D =0 corresponds to the case of a resonant triad between the incident
and reflected waves and the second-harmonic free wave. Since m, = n; + ng in this
case, as just discussed, the oscillatory component in (2.14) is an indeterminate form
0/0 as D— 0. One aim of the present paper is to remove this indeterminacy to clarify
the behaviour of the oscillatory component at resonance. For this purpose, we rewrite
the oscillatory component of v, as

$5C3SaCa sin(8kz)

2

h = 6a’k*w

cos(2kx’ + (my — 8)kz — 2wt), (2.17)

where § = %(mz — (n; + ng)). For o #0, one can show that

D
~ , 2.18
D=0 654Cq (55 — 52) @? 18)
so that - -
sin@kz) ST (2.19)
D D-06s,c, (sﬁ — sa) w
(see § A.2 for details). Hence, as D — 0, the second-harmonic wave becomes
@k s

yh=="" PP 7 cos(Rkx’ + (n; + np)ks — 2wt). (2.20)

2 232
w (sﬂ —52)

The amplitude of the second-harmonic wave is thus a periodic function of the
distance from the slope 7z whose period 271t/8k goes to infinity as («, B) approaches
the resonance condition D = 0. At resonance, this amplitude grows linearly from
the slope. The linear growth with distance from the slope is consistent with the
response of a resonant forcing; it is well known for instance that the amplitude of
a resonantly forced harmonic oscillator grows linearly with time. This linear growth
being predicted by a weakly nonlinear theory, it is theoretically valid for a distance
7 from the slope such that the second-harmonic wave amplitude remains small
compared to the first-order wave amplitude, namely Fr [y¥)| < [¢].

3. Nonlinear reflection of a plane wave of finite width

The results presented in §2.3 have been obtained for a pure plane wave. As
discussed in the Introduction, this type of wave is commonly modelled in laboratory
experiments by a wave generator, which creates in practice a wave packet containing
a finite number of wavelengths in the direction normal to the propagation of the
packet. The interaction area between the incident and the reflected waves is now
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spatially bounded and is represented by the yellow triangle in figure 1. In the present
section, we compute the amplitude of the second-harmonic wave amplitude when
resonant conditions are met for this generation method. The incident wave field is
modelled theoretically as a plane wave with a finite number of wavelengths in the
direction normal to wave propagation, with no envelope. In §4, we compare the
theoretical predictions with numerical simulations for an incident wave with various
widths.

We recall that, to be valid, the theory requires the amplitude of Fryr, to stay small
with respect to the amplitude of ;. Since we focus on the oscillatory component of
¥, namely ¥, we scale the amplitude of Fr) with that of y/,. More precisely, we
scale Frllt/ffll by ||11]| where the norm | - | is the infinity norm in space and time.
This norm is defined by ||| = maxy neexr+ |¥|, where §2 is the interaction area
between the incident and reflected waves. We thus compute the ratio

i FrIvA
A

the th superscript standing for theoretical. At resonance, the amplitude of ¥ should
reach a maximum value at the largest distance from the slope in the interaction area,
which coincides with the top of the yellow triangle. Our purpose here is (i) to compute
R™ as a function of the parameters of the incident wave and (ii) to investigate the
conditions under which the theory is strictly valid (namely R" < 1).

Let us compute [|¥|| and |[2|. If one rewrites v, in the same way as V1, i.e.

: (3.1

¥, = 2a, sin (n, ; i kz’) cos (kx’ + M—Tanz’ — a)t> ) (3.2)
the expressions of [|¥| and ||| are given by
Il =2a; max {sin (2R (3.3a)
0<kz <kh 2
and ,
hy 212 sﬁcﬂsaca Sln((SkZ’)
192l = 6ark e 55— 52 Oénklzz’igkh D ’ (3.3b)

where h is the height of the interaction triangle normal to the slope. Introducing
n,, the number of wavelengths contained in the incident wave, and thanks to simple
trigonometric calculations, one can show that

sin(B — «) sin(B + a)n o (55— si)n 2
sin(2B) YT sinB) T o — g

kh=2m n,. (3.4)
This result implies that 0.5 (n; — ng) kz’ < min, for 0 < kz’ <kh. Since ny > 1, it ensures
that maxogy <k Sin (0.5 (n; — ng) kz’) =1 and leads to || || =2a,. Note that the first
equality of (3.4) is in agreement with Thorpe (2001).

The expression of ||1p§|| cannot be simplified in the same way, especially when
considering the situation of («, §) close to the resonant triad case where § — 0. For
simplicity, we introduce

kh/(6s4cq (s — 57) @*)  if D=0,
1/D if D£0 and 8kh > 7/2, (3.5)

sin(8kz’) } _
sin(8kh) /D if D£0 and ki < 7/2,

M = max
0<ks <kh D
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assuming « # 0. A measure of the ratio between the second-harmonic wave and the
first-order solution is thus given by

sécésa Co

2

R" =3Fra,k*w
S5 — 8%

(3.6)
For the sake of completeness, we provide the expressions for the non-dimensional
quantities a;, kK and @ with the scaling defined in §2.1,

ay=1/2n, k=2msin(a+p), w=\/s;+ (f/N)*c, (3.7)

while N and f become equal to 1 and f/N, respectively. In the following, the
parameter f/N is denoted as y. With this scaling, the expression of R” becomes,

\/5% 4+ y2c sin (B + ) s5¢554Cq
R =6npr " P M (3.8)
sin (8 — «)

Here, R™ is proportional to Fr and, at resonance (D =0), to the number of wavelengths
n, as well (through M and equation (3.4)). This implies that, as n, increases, this ratio
may well become much larger than 1 since Fr and n, are independent parameters.
Hence the internal wave reflection problem becomes highly nonlinear at resonance,
which figures 2 and 3 below attest.

Figure 2 displays R” in a (a, B) diagram for y =0 (no rotation), Fr =0.005 and
for four different values of n, equal to 1, 2, 4 and 8. These values, except for n, =S8,
are those of the numerical simulations reported in §4. The location of resonant triads,
given by D=0, is marked with a dashed curve. The counterpart diagram for y =0.2 is
displayed in figure 3. Both figures show that, even if the Froude number is quite low
and n, is at most equal to 8, R" reaches values close to unity at resonance. Figure 2
also shows that, for small values of n,, the location of resonant triads differs from the
location where R™ reaches a maximum value, the latter location superimposing on the
former as n,; grows. In other words, we recover TH87 prediction in the limit of pure
plane waves. This result is confirmed in figure 8, further discussed in §4, where R™
(blue curve) is plotted versus « for ny=1,2 and 4 and for B =18.9°: for n; >2, R"
displays a maximum value which is all the more pronounced n, is larger; when n,
increases, this maximum is reached for a value of « that approaches the theoretical
value at which resonance occurs for a pure plane wave.

Figure 3 shows that rotation does not qualitatively modify the resonance process,
only making this maximum lower than in the non-rotating case. This behaviour can be
explained with equation (2.20): the influence of rotation effects in the second-harmonic
streamfunction amplitude at resonance only comes into play through the frequency
o in the denominator of the expression of . All parameters being kept the same,
adding rotation increases @ and therefore lowers the second-harmonic amplitude.

4. Comparison with numerical simulations

In order to estimate the validity of the theoretical predictions exposed in the
previous section, two-dimensional numerical simulations in a vertical plane have
been performed. As just discussed, including rotation does not qualitatively change
the results so that the non-rotating case is considered in the present section. All
quantities below are dimensional but we keep the same notation as before for the
variables and parameters, for simplicity. In the following, the first-order solution,
namely the superposition of the incident and reflected waves, will also be referred to
as the first-harmonic wave.
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FIGURE 2. Second-harmonic to first-order streamfunction norms R”, defined by (3.8), as a
function of the slope angle « and incidence angle 8, for increasing width of the incident
wave defined by the number of wavelengths n, it contains. For all panels, the Froude
number Fr=0.005 and f =0 (no rotation). The dashed curve corresponds to the resonance
condition D=0 for a pure plane wave (n, — +00), with D defined by (2.15). The crosses
refer to numerical simulations reported in §4. The domain is limited to 8 < 30° because
the second-harmonic free wave becomes evanescent above this range. Values of R” are
also not plotted when approaching the critical case o = 8 which is beyond the scope of
this article.

4.1. Numerical configuration

The simulations were performed with the numerical model ‘Non-hydrostatic Ocean
model for Earth Simulator’ (NHOES) which solves the free-surface non-hydrostatic
Boussinesq equations in a Cartesian coordinate system (Aiki & Yamagata 2004). For
the present study, equations (2.1) were solved with a viscous term vV2u added to the
right-hand side of (2.1a) and a diffusive term « Vb to that of equation (2.1b); v and «
are the kinematic viscosity and the diffusivity of buoyancy, respectively. The equation
of state is linear and only depends on salinity. The choice of salinity rather than
temperature is dictated by laboratory experiments conducted in parallel to the present
study on the Coriolis platform at Grenoble in which density variations are created by

a vertical profile of salt concentration. The viscosity is thus equal to v=10"° m s,
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FIGURE 3. Same as figure 2, for a ratio of the Coriolis frequency to the Brunt—Viisild
frequency equal to 0.2.

namely that of water, while the diffusivity is set to 1.49 x 107 m? s~! since the

Prandtl number of salt dissolved in water is approximately 700. No sub-grid scale
parametrization is used. The background stratification is linear, with a value of the
Brunt-Viisild frequency equal to 0.46 s~! and, as said above, the Coriolis frequency
f is set to 0. These values and all values of the physical and geometrical parameters
below are those of the laboratory experiments.

The numerical set-up is sketched in figure 1. The domain dimensions are 3 m in the
horizontal direction and 0.8 m in the vertical direction. The bottom boundary condition
is of the free-slip type and an implicit free-surface boundary condition is imposed at
the top of the domain. The origin of the vertical axis, oriented positively upwards, is
taken at the free surface.

An internal gravity wave of finite vertical width is continuously forced at the left
boundary of the numerical domain (x =0) by adding a forcing function to the right-
hand side of the momentum equation for the u-component (see figure 4),

F.(0,z,1) = UE(2) ((1 — ey wsin(k.z — wt) + (%) e " cos(k,z — a)t)) (4.1a)
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FIGURE 4. Envelope function E(z) given by (4.10). The vertical width of the incident

wave is equal to n;d, where A, is the vertical wavelength. The width of the wave is
defined by the number of wavelengths n, contained in the envelope.

with

1 3 1
E(z) = 3 (1 + tanh (2 tan (—; + 3 min(27w, max(0, mw(n, + 1) — k.|z — Zo|))>>> ,

(4.1b)
where U is the velocity amplitude of the forcing, w the wave frequency (and T
the wave period) and k, is the vertical wavenumber. This forcing generates the
u-component of the incident plane wave. The smooth envelope in the z-direction E(z)
is centred at zp = —0.42 m. The value of the frequency is equal to 0.149 rad s~!,
implying that the propagation angle of the incident wave S = 18.9°. The value of
the vertical wavelength A, is 0.125 m, implying that the wavelength A is equal to
0.118 m; four wavelengths are therefore permitted at most in the incident wave. The
slope angle « varies from 0° to 12°. The value of « at which resonance theoretically
occurs in this case, referred to as ., is equal to 7.848°. The horizontal velocity
amplitude is set to U=3 x 10~* m s~!. With these values, the Froude number of the
incident wave Fr=35 x 1073 « 1, which satisfies the condition for resonant interaction
to occur. The corresponding value of the wave steepness is s =0.034.

A sponge layer of width 0.5 m is added at the right boundary in order to prevent
wave reflection. The horizontal and vertical resolutions are equal to 1.25 x 107> m
and 0.625 x 10~* m, respectively. The latter value has been chosen so that the height
h of the interaction triangle between the incident and reflected waves, which decreases
as o increases, contains approximately 20 grid points for the largest value of o we
consider (equal to 12°). This vertical resolution implies that the vertical wavelength
A, is described by 200 grid points.

4.2. Results of the numerical simulations

As indicated by the crosses in figure 2, numerical simulations have been performed for
three different widths of the incident wave (n, =1, 2 and 4) and seven slope angles,
equal to 0°, 2°, 4°, 6°, o, =7.848°, 10° and 12°. Each simulation has been carried
out over 40 wave periods.


https://www.cambridge.org/core
https://www.cambridge.org/core/terms
https://doi.org/10.1017/jfm.2019.1077

Downloaded from https://www.cambridge.org/core. University of Cambridge, on 04 Feb 2020 at 15:57:33, subject to the Cambridge Core terms of use, available at https://www.cambridge.org/core/terms. https://doi.org/10.1017/jfm.2019.1077

887 A31-14 M. Leclair, K. Raja and C. Staquet
(a) First harmonic b) Second harmonic
0 0
—0.2 — 1 —-027 —]
- -
—04 _ e —04[ ™ < . 28
. e | 0.6F ~ oy P
—06 T — 7 a=0 e N S 7 a=0°
—0.8 —0.8
1.0 15 20 25 0 0.5 1.0 15 20 25
0 = 0 — /
—-0.2 i —0.27 _
—04 \\\ ////// 0.4 \\\ ////// i
—06 9 e e — —0.6 [ ~ = —
—0.8 —-0.8
0 0.5 1.0 15 20 25 0 0.5 1.0 15 20 25
0 0 —
—0.2 —0.2 -
—0.4 —04F ™~ =
~0.6 —0.6F p-
: Oy = 7.848° : = Oy = 7.848°
—0.8 —0.8
0 0.5 1.0 15 20 25 0 0.5 1.0 15 20 25
0 — —
—02 v
-
=04 B pr //// =
e
—06™ a=12°
—0.8

0 0.05 0.10 0.15 0.20 0 0.02 0.04 0.06

FIGURE 5. Amplitude of the off-slope velocity component in mm s~! in the (x, 2)

plane, filtered at the first-harmonic frequency o (left column) and at the second-harmonic
frequency 2w (right column) for four different slope angles o; o, =7.848° is the angle
at which resonance occurs. The angle of incidence B is constant and equal to 18.9°. The
incident and reflected waves are delineated with dashed lines. The unit of the horizontal
and vertical axes is in m. The envelope of the incident wave contains two wavelengths
(l’l 1= 2)

The off-slope velocity (normal to the slope) w' = —dv/dx, filtered at either the
incident wave frequency, denoted w/, or twice this frequency, denoted w7, is displayed
for ny=2 and n,=4 in figures 5 and 6, respectively. The harmonic filtering has been
performed over the last 8 periods of the simulations. The choice of the w' variable is
dictated by the forthcoming comparison with the theoretical predictions presented in
the previous section.

4.2.1. First-harmonic wave

We first consider the incident wave component w) displayed in figures 5(a) and 6(a).
Note that w) is proportional to k by definition, namely to |k|sin(c + B).

Before entering the interaction area, the amplitude of w| grows with «, since |k|
and B are kept fixed in all simulations. Figures 5(b) and 6(b) show that very weak
amplitude second-harmonic waves are radiated from the forcing boundary of the
incident wave due to the modulation of this wave by the envelope function (4.1b).

The incident and reflected waves superpose in the interaction area and the resulting
streamfunction is given by (3.2). This equation implies that the w-filtered interaction
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FIGURE 6. Same as figure 5 for an incident wave envelope containing four wavelengths
(na=4).

pattern does not vary along x' and has a sinusoidal dependency in 7/, as confirmed by
figures 5(a) and 6(a), with wavenumber k(n; — ng)/2.

Figures 5(a) and 6(a) however display a major feature, which is not accounted
for in the theory. The theory assumes indeed that the off-slope velocity amplitude
of the reflected wave is uniform and equal to that of the incident wave to satisfy
the impermeability condition at the sloping boundary. While this is the case in the
interaction area, at least close to the sloping boundary, the figures actually show that
this amplitude is much weaker than that of the incident wave outside the interaction
area, all the more so the slope angle is larger.

This behaviour has two origins. The first one is related to the focusing of the
reflected wave and is due to molecular effects. The wavelength of the reflected wave,
equal to Asin(B — )/ sin(B + «), is indeed smaller than the incident wavelength A
so that the viscous (or diffusive) time scale is smaller for the reflected wave as well.
When scaled by the incident wave period, the viscous time scale decays from 16.8 to
0.9 as « increases from 0° to 12°. Dissipation thus becomes an important effect in
the dynamics of the reflected wave as « increases. The second effect is due to energy
transfer to higher-harmonic waves. Figures 5(b) and 6(b) show that, as « increases,
the amplitude of the second-harmonic wave becomes no longer small compared to
the amplitude of the incident wave. There is therefore a significant energy flux from
the first-harmonic wave to the second-harmonic one which also reduces the amplitude
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of the reflected wave. Theoretical estimates of the power of the first-harmonic wave
lost by dissipation and transferred to the second-harmonic wave are provided in § 5.

4.2.2. Second-harmonic wave

As discussed in the Introduction, when a finite-width plane wave incident on a
flat surface interacts with the reflected wave, harmonic waves of frequency nw < N
are generated. Figures 5(b) and 6(b) show indeed that a (weak amplitude) second-
harmonic wave propagates from the interaction area for o = 0. In the present case,
only harmonics 2 and 3 can be generated with 3w =0.447 very close to N, so that
energy is dominantly transferred to the second-harmonic wave.

When « is non-zero, the second-harmonic wave field v is the sum of a forced
and a free wave, as discussed in §2.3. The forced wave exists only in the interaction
area between the incident and reflected waves. While being also generated inside the
interaction area, the free wave can radiate away from this area. At resonance, the
forced and free waves coincide (namely m, = n; 4 ng, see (2.14)) and the amplitude of
Y4 grows linearly with the normal to the slope 7/, the maximum value being reached
at the top of the interaction area, for 7' = h.

Figures 5(b) and 6(b) show that, for o #0, the second-harmonic free wave is clearly
visible outside the interaction area, with amplitude close to that area equal to that at
the boundary of this area. This amplitude is largest for o = o, as expected. It is
damped by dissipative effects as the free wave travels to the upper boundary where
it reflects. Focusing now on the interaction area, figures 5(b) and 6(b) show that the
amplitude of w), does not vary along the slope, as predicted by (2.17). This is visible
for « = o,y and o = 12°, and not so clearly for o = 4°, consistent with figure 2
showing that the second-harmonic amplitude is much weaker for o =4° than for the
former angles. The behaviour of w), normal to the slope at resonance is analysed in
the next section.

4.3. Comparison with the theoretical predictions

According to (2.20), in the absence of fluid viscosity, the amplitude of ¥ evolves
linearly with 7' at resonance. To assess the validity of this theoretical prediction, this
linear law is compared to the behaviour normal to the slope of the amplitude of w)
inside the interaction area (0 <z < h) for the simulation with ¢ =, and n, =4 (see
figure 7a). A poor agreement is obtained. Since the height £ is fairly well resolved in
the numerical simulation (by more than 100 grid points), this discrepancy should be
due to the assumption that the first-harmonic wave amplitude is constant in the theory,
while dissipation and energy transfer decrease that amplitude in the simulation. As
shown in §5, dissipation is much larger than energy transfer in this simulation. The
numerical simulation was therefore rerun with a ten times lower viscosity, namely v =
10”7 m? s=!'. The comparison is displayed in figure 7(b): the agreement has improved
as the amplitude now grows linearly. The growth rate is still smaller than predicted,
by approximately 30 %, a discrepancy mainly attributable to the decay of the first-
harmonic wave amplitude through energy transfer to the second-harmonic wave (see
§9).

To further compare the numerical results with the theoretical predictions, the
ratio R" defined by (3.1) is compared with its numerical counterpart, denoted R™".
Rewriting R™ as

o Froklvdl _ Frioeyl

= = , (4.2)
2 kil 2 NIdvynll
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FIGURE 7. Amplitude of the second-harmonic off-slope velocity component at resonance
computed by the numerical simulations, as a function of the coordinate normal to the slope
(7)) in the interaction area for n, =4, o =, for two different values of fluid viscosity (a)
v=10"% m? s?, and (b) v=10""7 m? s2. The straight solid line is the theoretical prediction
based on (2.20).

R™m™ can be defined as, in dimensional form,

wn _ L1031
2wl

4.3)

The norm of the first- and second-harmonic off-slope velocities ||w}|| and ||w}|| are
defined by the maximum of their respective amplitude over the interaction area.

The ratio R™ is displayed in figure 8 for ny =1, 2 and 4. As discussed in §3, R"
displays a maximum for n, > 2, which grows with n, and is reached for a value of
o approaching o, as n, increases.

The ratio R™" is compared to R™ in figure 8 (star symbols). For a =0, as expected,
their values do not match since no harmonic wave is produced by the interaction
of pure plane incident and reflected waves (so that R” = 0) while a harmonic wave
is generated when these plane waves are of finite thickness (implying that R™" #
0). When o has a non-zero value, figure 8 shows that the simulations are in good
agreement with the theory for the lowest angles only, up to o = o,y for ny =1 and
up to o =4° for ny =2 and n, =4. This can be explained as follows. The maximum
theoretical amplitude of the first-harmonic wave is always reached in the simulations,
but in the bottom part of the interaction area where the reflected wave has not been
damped yet. The agreement with the theory (namely with R”) therefore requires the
theoretical maximum for the second-harmonic wave to be reached in the simulation.
This theoretical maximum occurs at the top of the interaction area. In the simulation,
[wyll will also be reached at that location if the amplitude of the reflected wave
has hardly decayed in the interaction area. This occurs for small slope angles. For
larger slope angles, the amplitude of the reflected wave has already weakened when
reaching the top of the interaction area (mainly because of dissipation due to the
strong focusing), leading to a weaker amplitude of the second-harmonic wave at that
location than predicted.
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FIGURE 8. Comparison of the weakly nonlinear theory presented in § 3 with numerical
simulations. The Froude number of the incident wave is Fr = 5 x 1073, the angle of
incidence is 8 =18.9° and an incident wave with three different widths is considered: n; =
1, 2 and 4. The solid blue line is the theoretical ratio R defined by (3.1) (expression (3.8)
is plotted here). Its numerical counterpart R™" defined by (4.3) is represented with
symbols: stars for simulations with v = 107% m? s~! and triangles for v = 1077 m* s7'.
The dashed line indicates the value of o for which resonance is predicted by the theory
of THS87.

The major role of viscosity in damping the reflected wave inside the interaction
area is attested again by comparing the results of the theoretical predictions with
those of the simulation with v = 1077 m? s, for n; =4 and « > 6°. Results are
plotted in figure 8 (triangle symbols) and show that the agreement with the theory has
strongly improved. The departure from the theoretical predictions is mainly attributable
to energy transfer to the second-harmonic wave, as noted above.

5. Theoretical estimate of the energy budget

In order to estimate the relative importance of the damping processes of the
first-harmonic wave, we determine in this section the power lost in the interaction
area §2 by that wave due either to energy transfer to the second-harmonic wave
or to dissipation and compare both powers to the incident energy flux. All results
are obtained from the weakly nonlinear theory presented in §2 in which dissipative
effects are now introduced, with the first-order and second-order solutions derived
in §3.

We start from the general governing equations (2.1a) and (2.1b), which we write in
non-dimensional form (keeping again the same notation for the parameters f and N,
otherwise equal to f/N and 1),

9

Eu—FVp—Ferxu—bez=—Fr(u-V)u, (5.1a)
9
Eb +N*w=—Fru-Vb. (5.1b)

At first-order, equations (5.1) become

0
aul 4+ Vp,+fe, xu, —bye,=0, (5.2a)
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These equations are analogous to equations (2.7a), (2.9) and (2.10) of §2.2, now
written in terms of the full velocity and buoyancy fields.

The usual operation u, - (5.2a) + (b;/N*)(5.2b) yields the conservation equation for
the total energy of the first-harmonic wave,

d
Pyl + V- (piu) =0, (5.3)
with Ey = I (u} + b7/N?).
Following the same steps at second order yields the energy equation

d 1
5E2 + V- (pa) = —Fr* | ((uy - Vuy) - us + ﬁ(ul -Vb)b,| . (5.4)
The right-hand side of the equation is the transfer term from the first-harmonic wave
to the second-order solution. This second-order solution contains the second-harmonic
wave plus an Eulerian mean flow. This mean flow does not radiate any wave so that,
when the transfer term from the first-harmonic to the second-harmonic wave power
density is sought, it does not come into play in this term. The latter term, denoted
tp12, can therefore be written as

1
tp, = —Fr* [((ul - Vuy)' - ul + ﬁ(ul Vb)) by (5.5)

where the superscript & stands for the harmonic part. Note that for consistency, the
nonlinear term involving the first-harmonic wave is also written with the superscript
h (despite it contains only wave components).

The transfer term of power involved in the energy budget of the second-harmonic
wave over the interaction area £2 is

TP12 = // (tpn) dx’ dZ/, (56)
2

where (-) designates the average operator over one wave period. We refer the reader
to appendix B for the expression of this term and detailed calculations.

This transfer term has been determined with the assumption that the first-harmonic
wave is not influenced by the second-harmonic generation. In the same way, one
can determine an estimate of the power of the first-harmonic wave lost by viscous
dissipation (diffusive effects being very small) by adding a viscous term to the right-
hand side of (5.2a) and assuming that the inviscid first-order solution still holds. In
this framework, the first-harmonic power density lost by dissipation is given by

Fr Fr ) ) )
dpy = o Vauy Vg = [[Vu?| + Vo2 + [V, (5.7)
Re Re
where Re = UA/v is the Reynolds number. As above, when the energy budget of the

first-harmonic wave over £2 is considered, an average operator over the wave period
and over §2 should be applied to dp, leading to

DP, =// (dpy) dx'd7 (5.8)
2

(see appendix B for the expression of this term and detailed calculations).
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FIGURE 9. Energy budget for the first-harmonic wave in the interaction area §2 (yellow
triangle in figure 1) as obtained from the weakly nonlinear theory in which dissipative
effects have been added. The molecular viscosity is equal to v=10"% m? s~! in the first
row and to v =107 m? s7! in the second row. The blue and red curves represent the
power averaged over one period transferred to the second-harmonic wave and dissipated
by viscous effects, respectively, as a function of the slope angle «; each power is scaled by
the incident energy flux in §2. The black curve is the sum of the scaled powers. The fixed
parameters are the incidence angle 8 = 18.9° and the Froude number Fr and Reynolds
number Re of the incident wave used in the numerical simulations; Fr=35 x 10~3 and Re
is equal to 35 in the first row and to 350 in the second row.

We finally need to compare the power of the first-harmonic wave lost into nonlinear
transfer 7P, and dissipation DP; to the incident energy flux

Pr= / piu; - dn = / Ecy - dn, (5.9)
082 a2

where the I subscript indicates the incident part of the first-harmonic wave, ¢, is
the group velocity, 0§2 designates the boundary of the interaction area and dm the
outgoing unit normal vector on d§2. The second equality in (5.9) holds only for a
pure plane monochromatic wave. The reader is again referred to appendix A for its
expression.

The scaled powers TP,,/P;, DP,/P; and their sum are shown in figure 9 for two
different values of fluid viscosity, v =107% m? s=! and v = 1077 m? s~!. It should
first be noted that both TP, and DP; are overestimated as their expressions have
been derived under the assumption that the first-harmonic wave is not influenced by
second-harmonic transfer and dissipation (in particular, the lower amplitude of the
reflected wave is not taken into account). The first-harmonic wave therefore behaves as
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an infinite energy source for the transfer and dissipation terms so that the scaled power
ratios can exceed 1. Figure 9 shows that, whatever the value of v, the dissipated power
of the first-harmonic wave increases with « because of the focusing of the reflected
wave. For v=10"° m? s7!' (figure 9a), the power lost by the first-harmonic wave is
dominated by dissipation whatever n,, even when resonance occurs (associated with
a maximum of the transfer term). By contrast, when the value of fluid viscosity is
lowered to v = 1077 m? s~! (figure 9b), transfers to the second-harmonic wave are
much higher than power lost by dissipation, up to o 2~ 12° or so. For a larger angle,
the transfer term decreases while the impact of focusing on the reflected first-harmonic
wave increases, promoting dissipation.

These power estimates confirm the previous statements that dissipation of the first-
harmonic wave is the main process accounting for the discrepancy between R” and
R™™ for v=10"% m? s~!, due to the focusing of the reflected wave. For a 10 times
smaller viscosity, the departure from R™ is mainly attributable to energy transfer to
the second-harmonic wave.

These results imply that two-dimensional laboratory experiments (with water) cannot
evaluate the validity of the TH87 theory, for a finite-width incident plane wave with
the set of parameters we consider. The reason is that the Reynolds number of the
incident wave Re = UA/v, equal to 35, is too low. Decreasing v by a factor 10 in
the Reynolds number, as done in the simulations, is equivalent to increasing U by
a factor 10, suggesting that favourable conditions to test the TH87 theory could be
achieved in the laboratory experiments. However, with Fr increasing by a factor 10
as well, the regime is no longer weakly nonlinear since the incident wave steepness
becomes equal to 0.34. The conditions to test the TH87 theory are therefore not met
either. (Increasing the wavelength by a factor 10 would ensure both a higher Reynolds
number and a lower Froude number but is not feasible in practice.)

6. Summary and conclusion

The purpose of this paper is to address the nonlinear reflection of a finite-width
internal gravity wave incident on a uniform slope, away from critical incidence,
in a two-dimensional vertical plane. The incident wave propagates against the slope,
leading to focusing of the reflected wave. The paper has three objectives: (i) to revisit
the inviscid and weakly nonlinear theory of TH87 when resonant conditions between
an incident pure plane wave, the reflected wave and the second-harmonic wave,
are met; at resonance indeed, the amplitude of the second-harmonic streamfunction
is expressed as an indeterminate form leading to the common inference in the
literature that this amplitude diverges; (ii) to apply this theory to an incident plane
wave of finite width in the direction normal to wave propagation, as produced
by the wave generator device commonly used in laboratory experiments to model
plane-wave dynamics; (iii) to compare the latter theoretical predictions with results
of two-dimensional numerical simulations of an incident plane wave of finite width.

We show that the indeterminacy at resonance can be waived and that the amplitude
of the second-harmonic streamfunction is a linear function of the distance from the
slope, consistent with a resonant forcing.

For an incident plane wave of finite width, which we model theoretically as a pure
plane wave in a vertical plane with a finite number of wavelengths, the generation
of second-harmonic waves is limited to the area where the incident and reflected
waves superpose. The amplitude of the second-harmonic streamfunction is therefore
now bounded. At resonance, its maximum value scaled by that of the first-harmonic
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wave increases with the number of wavelengths n, and becomes close to 1 for n, >4
even for a Froude number of the incident wave as small as 0.005. This implies that
the reflection problem at resonance is highly nonlinear. We also showed that rotation
does not qualitatively change the results, the second-harmonic wave amplitude being
weaker when rotation is imposed. Numerical simulations of an incident plane wave
of finite width were thus performed in the non-rotating case to estimate the validity
of the theoretical predictions, for parameters of laboratory experiments performed in
parallel to the present study. Slope angles up to 12°, still well below critical incidence
(equal to 18.9°), and various incident wave widths were considered in the numerical
simulations.

These simulations show that the amplitude of the reflected wave is damped for
a sloping boundary, and more so when the slope angle is larger. For the highest
angle we consider, almost no reflected wave leaves the interaction region. The main
reason lies in the focusing of that wave, which enhances viscous dissipation. Because
the first-harmonic wave amplitude is assumed to be constant in the theory, the
numerical results differ from the theoretical predictions (for slope angles greater
than a few degrees), a discrepancy mainly contributed by this damping process.
Rerunning the numerical simulation with a 10 times smaller viscosity shows indeed
that the amplitude of the second-harmonic wave agrees with the theoretical prediction
to better than 20 %, the discrepancy being now attributable to the decay of the
first-harmonic amplitude due to energy transfer. At resonance, the theoretical linear
growth rate is recovered with an error of approximately 30% with the 10 times
smaller viscosity. These results can be made more precise by introducing dissipative
effects in the weakly nonlinear theory. We show that, whatever the slope angle, the
dissipated power of the primary wave is larger than the power transferred to the
second-harmonic wave, accounting for the main discrepancy with the theory; when
the viscosity is divided by a factor 10, the power lost by energy transfer dominates
over the dissipated power.

These results imply that the validity of the theoretical predictions cannot be assessed
by (quasi-) two-dimensional laboratory experiments in a vertical plane, because of the
too low value of the incident wave Reynolds number (equal to 35 in the numerical
simulations). Decreasing the value of the viscosity by a factor 10 in the simulations
is equivalent to increasing the wave amplitude by the same factor in the laboratory
experiments to keep the same Reynolds number. However the now 10 times larger
Froude number implies that the incident wave would no longer be of weak amplitude
in the experiments (its steepness being equal to 0.34) so that the assumptions of the
THS87 theory are no longer satisfied.

The three-dimensional laboratory experiments conducted in parallel to the present
two-dimensional numerical simulations are also not appropriate to test the theoretical
predictions. Indeed a Lagrangian mean flow is induced in the interaction area as a
result of nonlinear and dissipative effects, whose amplitude can be as large as that
of the incident wave due to cumulative dissipative effect (Grisouard et al. 2013).
As a result, the incident wave frequency is shifted through Doppler effect by the
mean flow and refracted (with the phase lines bending toward the horizontal), which
deeply modifies the incident wave geometry. This mean flow does not occur in a
two-dimensional vertical plane because of the topography, which breaks the horizontal
homogeneity required for the mean flow to develop. (This mean flow results from
the same generation process as that induced by a single wave beam, as observed by
Bordes et al. (2012) in their laboratory experiments, and theoretically modelled by
Kataoka & Akylas (2015).) Three-dimensional numerical simulations should therefore
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be performed for any comparison to be possible with the laboratory experiments.
This joint approach has been carried out by the authors of the present paper and
the analysis of the resulting nonlinear wave—slope interaction will be reported in a
subsequent paper.
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Appendix A. Weakly nonlinear second-order calculations
A.1. Computing the second-order solution

In this section we solve the linear partial differential equation (2.13). Using (2.8),
(2.11) and (2.12), the right-hand side of (2.13a) becomes

202 2.2 2.2 3.3
§5C584Cq . N-s: +f-c §5C
P8 sm(go,+g0R)+4afk4 ¢ = £8

—12a7k*w 3
(55 —s2) @ (5-s)

3 sin(gr —¢r), (A1)

where the simplified notations ¢; = (kx' + njkZ — wt) and @ = (kx' 4+ ngkz’ — wt) have
been introduced. As expected, nonlinear terms computed for the first-order solution
result in an oscillatory term of frequency 2w and a steady term. A particular solution
of (2.13a) is therefore sought in the form

part

D" = dfy sin(g; + r) + aj sin(gr — @g), (A2)

the & and s superscripts standing for harmonic and steady, respectively. The first term
in (A2) corresponds to the forced wave in TH87. Substituting expression (A2) in
(2.13a) yields

3a3K2w S3C5S0Ca alk® sgc
dy= "L and ay=— o (A3)
D sz—s, ® Sg—S,
where
D =N2s/23 (4s2 - 7s?;s§ +4s? — sé) +fzc§ (4s2 - 7sl29s§ + 3s§) . (A4)

This expression is in agreement with Thorpe (1997) (equation (7)).

Since the frequency and along-slope wavenumber of the second-harmonic motions
are 2w and 2k, respectively, the solution of the homogeneous equation must be of the
form

VY = a) sin (2kx’ + myk7 — 2wt + (pg) , (A5)
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called the free wave in TH87. To ensure that this wave satisfies the dispersion relation
and radiates energy away from the boundary, m, must be defined by

~25,€a(N? = %) + 25\ [ASEN* (1 — 453) + 4N (1 — 4c}) + N2 (3 - 3263 })

"= N2(4s3 — 52) + f2(4ch — c2)

(A6)
Combining the particular and homogeneous solutions (A2) and (AS5), the final
solution of (2.13) is given by

S avo
vy = 3@k LD[ sin(2kx’ 4+ mykz — 2wt) — sin(2kx’ 4+ (n; + ng)kz? — 2wt)]

(s5 —s2)
2k2
- % stﬂc’z sin((n; — ng)k7), (A7)
B Pa

where the constant parameters a) = —da and ¢ =0 have been determined through the

boundary condition (2.13b).
Using (2.2b) and (2.2¢), one can then derive the expressions of the harmonic parts
of b, and v,, namely

k3s2c2c,
Vi = aifksics sin(2kx’ + (n; + ng)kz — 2wt)
(slzS — sz) (st —l—fzc%)
3atfks3clsicy
- 1f¢[ in(2kx’ + (n; + np)kz — 2wt) — sin(kx’ + mokz — 20t)]
(s5—s2) D
3a2fk3s3c2 s,
_ 3aifkscisecs [(n + ng) sinQkx’ + (n; + ng)kz — 201)
2(st—s2)D
— my sin(2kx’ + mykz' — 201)) (AB)
and
AN’k sjcs,
b = sin(2kx’ + (n; + ngp)kz — 2wt)
2 2 2\2 (A22 2.2
(sf,—s ) (N2sg +f Cp)
3a2N2k3s C35uC2
5 P Isin(2kx’ + (n; + ng)k? — 2wt) — sin(2kx’ + makz — 2wt)]
(sﬁ sz) D
3a2N* k35352 cy
- P2 [(ny + ng) sin(kx’ + (n; + ng)kz — 2o1)
2 (sﬂ - sa) D
— my sin(2kx’ + myk — 2wr)] . (A9)

Interestingly, as noted by Wunsch (1971) in a similar weakly nonlinear study of
internal waves encountering a shoaling region, the system becomes degenerate when
considering the steady problem in the presence of background rotation. The fields v
and b} are indeed linked through the equation

0 0

7bs_ 75=J ’VZ s’ AIO
o fazvz (Y1, V) (A10)
where the subscript s on the right-hand side refers to the steady component, but remain
undetermined.
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A.2. Determining the behaviour at resonance

In this section, we analyse the behaviour of i, as D — 0. The point is that D appears
in the denominator of (2.14) and the numerator also vanishes when D — 0. One can
indeed show that

my=n;+ng & [N*(4s; —52) + /7 (4c; — c2)| D=0, (A11)

so that D =0 implies that the incident (k, n;k, w), reflected (k, nzk, w) waves and the
second-harmonic free wave (2k, myk, 2w) form a resonant triad.

A way to remove this indeterminacy is to reformulate the expression of i, as (2.17).
The following expression of § = %(mz — (n; +ng)) is then obtained (from where (A 11)
is inferred),

3s§saca 4sy — 82
5 = (4S2 — SZ)(S2 _ S2) 1 - 1 - WD . (A 12)
B a/ OB o ﬁsaca)

This expression enables us to find the behaviour of § as D — 0

D

~ - A13
D=0 65,¢, (55— 52) (A1)
and the expression for the second-harmonic wave at resonance
2k2 S2 c2
ph =85 U550k cos (2kx + (my — 8)kZ — 201). (A14)

@ (55— 5)

A.3. Lagrangian and Eulerian mean flows

In this section, we quickly demonstrate a statement of TH87, namely that there is no
mass transport associated with the along-slope steady current

s 21,3 202
Iy _ 2a7k”  SpCh

e (-8

s __
U, =

5 cos((n; — ng)kz) (A 15)
appearing in (2.14). This Eulerian current is indeed found to be compensated by the
Stokes drift associated with the first-harmonic wave (where the incident and reflected
waves superpose).

Let u, = (uy, wy) = (0y, /07, —9y;/9x’) be the velocity field of this first-harmonic

wave. Assuming that fluid parcel displacements are small compared with the length
scale over which u; varies, the Stokes drift is defined by (Longuet-Higgins 1969)

! 0 ! d
= /u](s)ds oy /w,(s)ds h (A 16a)
f ox’ f 07
o ! aW] ! an
wy = up(s)ds | — + wi(s)ds , (A 16b)
f ax o a7

where the overbar designates the time average over one wave period. Using the
expression for i, given by (2.8) yields

and

wl'=—uy and w¥=0. (A17)
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Appendix B. Energy budget in the interaction area

In this appendix we establish the expressions of the different quantities used in the
energy budget in the interaction area presented in §5.

As explained in that section, the power density transferred from the first-harmonic
wave to the second-harmonic one is given by

1
Ph =Fr? [((ul . V)ul)h . u’z’ + ﬁ(ul . Vbl)hbg] , B1)

where the / superscript stands for the harmonic component of the corresponding term
as opposed to its constant one. This can be rewritten as

1
pho=Fr’ [J(l/fl, 9.y 9.v; +J (Y, v vy + I (Y, 9" 9,9y + 2l W b1)hb’§] :

(B2)
Using the expressions of the first- and second-harmonic solutions determined in § A.1,
one can show that the time averaged transfer power density is given by

3Fratk® séc‘ésaca
20 (s;—s2)D
[255Ca (N* — %) — (N*(255 + 52) +£7(2¢; + ¢))my] sin(26kz). (B 3)

(ptn) =

The transfer power density has been determined in the weakly nonlinear framework,
hence with the implied hypothesis that the first-harmonic wave is negligibly influenced
by the second-harmonic generation. In the same way, one can determine an estimate
of the power density by viscous effects (diffusive ones being very small) by adding
a viscous term to the right-hand side of (5.2a) but assuming that the inviscid first-
harmonic solution (2.8), (2.11) and (2.12) still holds. Equation (5.2a) thus takes the
form

9 RHS + Fr v? (B4)
—u = — Viu,,
ar ! Re

where RHS is the right-hand side of equation (5.2a). Taking the dot product of (B 4)
by u; the viscous term can be rewritten as the sum of an energy diffusion term and
an energy dissipation one using the identity

Vuy cuy =1V |uyl| — Vu, : Vay, (B5)

so that the dissipated power density is

Fr Fi
pdl = 7Vu1 :Vul =
Re

r 2 2 2
Re NIV >+ 1V ll? + Vw ] (B6)

Finally, using the original first-harmonic solution yields the time averaged dissipated
power density

_ Fraik 2\ [(sinf(B+a)  sin*(B—a)
pdi) = 2o Kl +aﬂcﬂ> <sin2(,3—a) * sinz(,B—i—oz))

2
— 2(s/23 — cé) (sf; - (1 + J;z) cé) cos ((n; — nR)kz/)] ) B7)
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Having determined an expression for these power densities and in order to build
the energy budget, we now need to integrate them over the interaction area. Thanks
to simple geometric considerations in the interaction triangle, one can calculate the

integrals, namely
2.2
/ / drdy— v
e (n; — ng)k?

5
/ / sin(26kz) dx’ dz = 22 (1 — sinc ( 4n,w and (B8)
Q 8k? n; — ng

.., 1—-cos(nym)
//9 cos((n; — np)kz) dx'dz = m.

Using these expressions and the non-dimensional parameters given by (3.7), one can
express the transfer and dissipated powers in §2 as a function of the angles « and
and the non-dimensional parameters Fr, Re, y (equal to f/N) and n,,

PT,, = // <pt12> d.x,dZ,
2

3FPmm SpChSaCe SIN(B 4 a)

28 \/S% + 2k sin’ (B — )

25,Cq (1 — y?) — (2s‘23 +52 + y2(2c§ +c))ymy , B
1 —sinc | 4n,
ny— ng

D
(B9)

and

PD] = // (pdl)dx/dz/
2

Fr  sin(B+a) {nz ) (1 N y? > (sinz(,B + ) N sin*(B —oz))

Re 4sgcy sin(B — ) 1 y2+1) \sin*(B—a) sin’(B+a)
2
—2(1 — cos(mm)(s} — ) <s§—c§ - yzy—{—[é>:| (B 10)

The transfer and dissipated powers within the interaction area need finally to be
compared to the incident energy flux. A well-known result of the linear internal wave
theory is that the energy flux can be expressed as Pu=Ec,; E and c, are respectively
the mechanical energy density and group velocity whose expressions for the incident

wave are ) , 5 o
_ay k|l _ (N=—=f )Sﬁcﬂ C%
EI—T and Cg]—w —S?; . (Bll)

Using the non-dimensional parameters given by (3.7), the incident energy flux in 2
is thus

P, = / E[Cg] «dn= EI”cgl”n/l/l
a2

1_ 2
_ A=y (B12)

dmy/s; + v3c;
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